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ABSTRACT

Utilizing Machine Learning Techniques to Predict Credit Card Payment Defaults (May

2023)

Madison Renee Guerra, B.A., Texas A&M International University;

Chair of Committee: Saqib Hussain, Ph.D.

The question of accurately predicting credit card defaulters has been explored in numer-

ous studies in the past. In these studies, the researchers utilized various machine learning

theories and techniques to make the determination the extent of defaults. Unfortunately,

some constraints were encountered, and the limitations that existed from the previous

works have been discussed. This project attempted to address these issues with special

attention given to more recently available data. Specifically, in this project, we looked

at data provided by one Kaggle user, which utilized the data from the American Express

credit card competition, which ranges from late March 2018 to late October 2019, approx-

imately 18 months. The extent of credit card defaulters was looked into using the data and

used a machine learning technique, called Extremely Randomized Trees. Furthermore, a

balancing technique, called Synthetic Minority Oversampling Technique, also known as

SMOTE, was used to ensure the classes that were explored and balanced. Finally, the

findings from the current research were compared with that of previous findings. The

outcome of this project was understanding and analyzing previous research utilizing the

updated available data to predict credit card payment defaults more accurately.
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1. INTRODUCTION

In today’s world, the credit card has become a vastly utilized mean of a financial

instrument by many individuals. The credit card can help these individuals grow their

credit scores, establishing credits, and allowing the consumer access to borrowing to buy

a house, or a vehicle. However, with poor financial decisions, an individual’s account can

be flagged as a delinquent account by the credit card issuer, which then causes the user

to default. The reason why the credit card issuer may declare an individual’s account as

delinquent is that the individual may have misused their credit card due to nonpayment

and delays. For example, the customer may have spent more than they can afford to pay

back in a timely manner, which may cause the user to not be able to pay the minimum

amount required by the designated deadline. At times, an individual may not pay any

amount, and after a specific number of days, the credit card issuer must take action, as

they are dealing with a financial loss. Eventually, the credit card issuer will close the

account completely, which causes the issuer to lose the amount of money they lent to the

individual.

The likelihood of an individual defaulting on their credit card payments may depend

on specific features, such as an individual’s age, extent of their education, gender, and

marital status. However, an individual with features that are considered “high risk” is not

simply considered a “blueprint” for all borrowers. Thus, it is imperative to understand

that the likelihood of an individual resulting in a credit card payment default is not strictly

dependent on those features. Although credit card payment defaults are more common in

individuals with specific features, it is essential to note that any customer can default on

their credit card payments if they become irresponsible with their payments (i.e., not pay-

ing the minimum amount that they owe each month), regardless of these features. Thus,

various machine learning techniques, such as the Random Forest (RF) and Extremely

Randomized Trees (ERT) methods, can be used to most accurately predict the rate of an

individual defaulting. However, in machine learning algorithms, the main factor consid-

ered is the habit of an individual’s monthly payment over a series of a certain number of

days.

Previously, researchers completed work comparing multiple machine learning tech-

niques to predict credit card payment defaults accurately. Their research showed that

This thesis follows the model of Latex.
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many machine learning techniques each have their own accuracy and precision scores.

Although numerous methods have similar accuracy rates, there are a couple of machine

learning algorithms that stand out as being the most accurate technique to predict credit

card payment defaults when accessing previous data.

When accessing data for machine learning, it is important to acknowledge the risk

factors that come along with it, which are Loss Event Frequency (LEF) and Loss Magni-

tude (LM), according to The Factor Analysis of Information Risk (FAIR) Institute (n.d.)

[7]. FAIR provides a quantitative risk model that displays what the risk is, how it works,

and how to quantify it, as in Figure 1.1.
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Figure 1.1: Illustration of The FAIR Model.
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According to the FAIR Institute (n.d.), the LEF risk measures, in a given timeframe,

the probable frequency that a threat agent action will result in loss [7]. Within the LEF

risk, there are two additional risks: Threat Event Frequency and Vulnerability. The Threat

Event Frequency is defined as very similar to LEF; the only difference between these two

threats is whether the agent’s action was successful. For instance, an agent could attack

a web server and be unsuccessful. Thus, this unsuccessful attempt is considered a Threat

Event Frequency, as there was no loss. Meanwhile, Vulnerability measures the probabil-

ity of a threat event can be turning into a loss event.

Within Threat Event Frequency, there are two other risk analysis terms: Contact Fre-

quency and Probability of Action [7]. Contact Frequency is defined as an attacker getting

into contact with the asset(s), but there was no further action taken. Probability of Action

is defined as taking into account realistic risks and calculating how often they can occur.

It allows you to focus on relevant risk scenarios for analysis.

Within Vulnerability, the two other risk analysis terms are Threat Capability and Re-

sistance Strength [7]. Threat Capability is defined as the probable force the threat agent is

capable of applying against an asset. Meanwhile, Resistance Strength is defined as, when

compared to a baseline unit of force, the strength of control.

[7] On the right side of the model, there is the risk of Loss Magnitude. According to the

FAIR Institute (n.d.), the LM risk is the probable magnitude of primary and secondary

loss resulting from an event. Within the LM risk, there are two additional risks: Primary

Loss and Secondary Risk. The Primary Loss risk is defined as the losses incurred from

the loss event itself and the results of the threat agent’s successful action. Meanwhile, the

Secondary Risk is defined as the losses incurred from secondary stakeholders or outside

parties. As a result, the FAIR model displays a foundation for analyzing, understanding,

and calculating risk.

In conclusion, this research project discusses an overview of various factors that con-

tribute to the rate of credit card payment defaults and narrows down the specific factors

associated with an individual that is most likely to default. This project then continues

to discuss the different machine learning techniques used in previous works and based on

their research, this project utilizes the machine learning algorithm that is found to be the

most accurate, which is the Extremely Randomized Trees method, also known as Extra
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Trees. This machine learning technique was utilized in order to predict credit card pay-

ment defaults using the more recently available data. Since this project will be utilizing

and accessing data, this work also addresses risk factors found in the FAIR model.
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2. MATHEMATICAL TOOLS

This section provides some important definitions of various terms used throughout the

project.

1. Machine Learning: Machine learning is a branch of artificial intelligence, also known

as AI, and computer science, and focuses on the use of data and algorithms. Machine

learning has been gradually improving its accuracy when imitating the way that humans

learn.

2. True Positive: The True Positive value, denoted as TRUEpositive, is an outcome where

the machine learning algorithm predicts the positive class correctly.

3. True Negative: The True Negative value, denoted as TRUEnegative, is an outcome

where the machine learning algorithm predicts the negative class correctly.

4. False Positive: The False Positive value, denoted as FALSEpositive, is an outcome

where the machine learning algorithm predicts the positive class incorrectly.

5. False Negative: The False Negative value, denoted as FALSEnegative, is an outcome

where the machine learning algorithm predicts the negative class incorrectly.

6. Accuracy: Accuracy measures the correct classification obtained by the classifier.

Accuracy =
TRUEpositive+TRUEnegative

TRUEpositive+TRUEnegative+FALSEpositive+FALSEnegative

7. Default: Default occurs when an individual fails to make a payment on a debt by the

due date.

8. Precision: Precision is the division of the number of true positives by the total number

of positive predictions.

Precision =
TRUEpositive

TRUEpositive+FALSEpositive

9. k-Nearest Neighbor: The k-Nearest Neighbor, which is also known as KNN or k-NN,

is a classifier that uses the closest training examples to make classifications or predictions

about the grouping of an individual data point.

10. Recall Score: Out of all the actual correct classifications, the recall score measures

the accuracy of correct predictions.

Recall Score =
TRUEpositive

TRUEpositive+FALSEnegative
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11. F1-Score: The F1-Score is classified by a range in values between 0 and 1, where 1 is

the best. It is the harmonic mean of precision and recall values of the classifier.

12. Cross Validation: The Cross Validation technique is used to evaluate and assess the

effectiveness of the model.
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3. LITERATURE REVIEW

This section discusses the most significant factors associated with used to predict

credit card payment defaulters based on prior research. Additionally, this section is de-

voted to discussing the various works referenced during the creation of the program that

predicts the individuals who defaulted on their credit card payments.

3.1 Credit Card Default Factors

A preliminary assessment of the literature reveals that previous research has shown

multiple and various features considered when predicting default risks. Dominguez iden-

tified that a person’s credit limit, sex, education, marital status, age, history of past pay-

ments, amount of bill statements in the past 6 months, and amount of previous payments

for the past 6 months are significant features when predicting default [3]. The features

identified in this study are imperative because they allow researchers to compare the dif-

ferences between people, such as a higher credit limit and a lower credit limit, individuals’

sex, and education, to narrow the factors that are significant predictors of default. Iden-

tifying each person’s contrasts and features will permit credit card companies to more

easily deny persons with a higher default risk prediction based on specific factors. Mean-

while, another study further suggests that when predicting payment defaults, the most

significant features are gender, education, age, marital status, and limit balance, which is

also known as the amount of credit given [10]. Additionally, other significant predictors

of credit card payment defaults are the times-payment-delayed, which is derived from the

repayment status, and the average-payment-amount, which is derived from the payment

amount [10].

3.1.1 Limit-Balance, Education, and Age

Using Pearson correlation, research found that the “limit- balance and education [fea-

tures] were negatively correlated” with payment defaults [10]. An individual with a higher

limit balance and higher education has a less likely chance of payment defaults and vice

versa; an individual with a lower limit balance and lower education has a higher chance

of payment defaults.

On the other hand, age was found to be positively correlated with payment default
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[10]. As an individual increase with age, the possibility of payment default increases as

well. Therefore, older individuals, with little education, and lower credit limits are more

likely to default compared to younger people, with higher education and higher credit

limits.

3.1.2 Dependence of Gender

Furthermore, since gender is considered a significant factor when predicting payment

default, studies have shown the likelihood of missed payments by men and women. Li

(2018) observed that women typically have lower credit scores due to having more dif-

ficulty in repaying [11]. Unfortunately, Li (2018) mentioned that there were certain lim-

itations in the research, as there were more non-white, single women under the age of

30 with higher education than men. As previously stated, an individual’s marital status,

age, and education significantly predict payment defaults. Thus, Li (2018) concludes that

specifically single women have somewhat lower credit scores than single men with com-

parable demographic characteristics.

More recently, Dunn and Mirzaie (2022) found that women tend to have greater diffi-

culties repaying their debt and greater revolving credit utilization rates [4]. Furthermore,

their research shows that women tend to exhibit about 30% more debt stress scores com-

pared to men.

Therefore, according to Li (2018) and Dunn and Mirzaie (2022), as women are more

likely to carry balances each month, not pay by the due date, and have a greater debt stress

score, women are more likely to have payment defaults.

3.1.3 Marital Status

Next, as discussed previously, marital status is another substantial feature when pre-

dicting credit card payment default. According to Stolba (2020), married couples typ-

ically have more than doubled the amount of debt compared to single individuals [15].

However, single individuals are more likely to have delinquency accounts. The reason for

this is that married couples usually pay their credit card bills on time, which ultimately

prevents their account from being recorded as delinquent. Consequently, unmarried indi-

viduals are statistically more likely to have credit card payment defaults.
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3.1.4 Amount-Paid-Back and Payment-Status

The factors, amount-paid-back, and payment-status, were found to be negatively cor-

related with defaults [10]. This means that an individual with a higher chance of paying

back what they owe was less likely to default on their credit card payments. Additionally,

a person’s payment status affected their probability of default, as an individual who has

issues with their payment status (i.e., pending transactions and rejected transactions), the

more likely they were to default. Jain and Jayabalan (2022) continue to state that this

was an expected outcome because, as someone who has a greater ability to pay ultimately

reduces their probability of defaulting [10].

In conclusion, these factors are considered significant when predicting credit card pay-

ment defaults. Credit card users must typically pay their bills on time to avoid late fees

and accounts being delinquent. However, due to various circumstances, many individu-

als cannot pay their debts accordingly, which is more common in older, single women,

with less education, on average, and with a smaller credit card limit balance. Addition-

ally, the individual’s means of paying back directly affected their possibility of default-

ing. Although the previously listed factors are the most common features in credit card

customers, it is not the case for every individual with these specific features. Similarly,

although other individuals without the characteristics are less likely to default, it does not

mean that they will not. Thus, it is imperative to use various machine learning techniques

to predict credit card payment defaults and identify which technique is the most accurate.

3.2 Machine Learning Techniques Used to Predict Credit Card Payment Defaults

Earlier research has explored different machine learning techniques to predict an in-

dividual’s rate resulting in a credit card payment default event. Additionally, previous

research has identified the accuracy rates for each technique they used and ultimately

showed which technique, specifically for predicting default rates, had the best precision.

3.2.1 Previous Research from Literature

To begin, Dominguez (2021) examined three various machine learning techniques

utilizing the data set from the University of Carolina (UC) Irvine’s Machine Learning
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Repository [3]. The features that Dominguez (2021) considered within the research are

1) Credit Limit, 2) Sex, 3) Education, 4) Marital Status, 5) Age, 6) History of past pay-

ments, 7) Amount of bill statements for the past 6 months, and 8) Amount of previous

payments for the past 6 months. Dominguez (2021) found that the three largest credit

limits are $50,000, $20,000, and $30,000 respectively. Additionally, the data used was

distributed evenly between males and females. Finally, the data mostly consisted of cou-

ples with individuals in their mid-30s to mid-40s. Meanwhile, the single individuals in

the dataset were in their mid-20s to mid-30s.

Next, Dominguez (2021) uses the dataset to compare various machine learning tech-

niques, which are the k-Nearest Neighbors, Logistic Regression, Radio Frequency, XG-

Boost, and Support Vector Machine. Although each previously listed technique had simi-

lar accuracy rates, it was observed that the Support Vector Machine (SVM) had the highest

accuracy rate at 0.82. As Ullah et al. (2018) mention, the accuracy rates between these

machine learning techniques seem good, it can be misleading and cannot be easily in-

terpreted [17]. Thus, after discovering the accuracy of SVM, Dominguez continued to

compare algorithms and used the Random Forest technique as it was comparable to the

SVM technique in accuracy [3]. Additionally, the Random Forest technique was less

computationally expensive. Essentially, the Random Forest technique groups a generated

series of bootstrapped trees and ultimately predict the results by combining the outcome

across all the trees [14]. Dominguez (2021) then chose to optimize the recall score of the

Random Forest technique. Using the optimization formula, the Random Forest method

resulted in a recall score of 0.95.

Unfortunately, Dominguez (2021) noted that the dataset was imbalanced, as there was

not an equal number of examples for each class. Thus, their research utilizes Random

Undersampling and Random Oversampling techniques. Both techniques essentially dis-

tribute the data evenly. According to Alam et al. (2020), the Random Undersampling

technique randomly eliminates the majority class instances in the training set until the ra-

tio between both the minority and majority classes is at the desired level [1]. Whereas, the

Random Oversampling technique randomly replicates the minority class in the training

data. Dominguez (2021) identified that both the Random Undersampling and Random

Oversampling had a recall score of 0.79.
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As a consequence, Dominguez (2021) checked for overfitting, which means that the

model was weak at generalizing, especially unseen data, but was strong at predicting the

data that was trained [3]. He analyzed the recall scores of each method and concluded that

each of the machine learning techniques was performing similarly due to the validation

score and the test score being the same. Thus, overfitting did not occur.

Since each technique performed similarly when generalizing to unseen data, we know

that the Random Forest had the highest accuracy rate. Thus, the Random Forest can be

used in future research, especially to compare other, highly accurate machine learning

methods. Additionally, as the work of Dominguez (2021) used data from the University

of California Irvine’s Machine Learning Repository from 2005, it is essential to compare

various machine learning techniques with more up-to-date data.

Further research suggests that there are other highly accurate machine learning tech-

niques that predict credit card payment defaults with more recent data. For instance, Jain

and Jayabalan (2022) first found that linear discriminant analysis (LDA) with stacked

sparse autoencoder (SSAE) together had the best results, as the accuracy rate was at

90.00% [10]. Additionally, the LDA-SSAE had an F1-score of 90.00%. However, Jain

and Jayabalan (2022) also observed that the LDA accuracy rate was 81.00% without

SSAE. Furthermore, the LDA, without SSAE, had an F1-score of 78.00%. Thus, for

a higher accuracy rate, it is imperative to combine both the LDA and SSAE machine

learning techniques when predicting credit card payment defaults.

Jain and Jayabalan (2022) continued their research and compared the accuracy rates

with another machine learning technique: Extremely Randomized Trees. They identified

that the Extremely Randomized Trees (ERT) machine learning algorithm had the best

performance, as it resulted in an accuracy rate of 95.84%, a precision of 94.87%, recall

of 85.85%, and an F-score of 90.14 [10].Unfortunately, the models learned patterns that

date fifteen years prior to their research. Thus, the predictions may not be able to predict

patterns that may have changed over time accurately. Their work suggests that any future

research should be performed using the most recent data to ensure the models remain

relevant in predicting defaulters, especially with high precision and efficiency [10].

Based on the previous work mentioned above, it appears that both the Random Forest

and the Extremely Randomized Trees methods were the most accurate when predicting



13

credit card payment defaults. However, it is important to note the differences between

the previous research. For instance, Dominguez (2021) utilized data from over 15 years

ago; meanwhile, Jain and Jayabalan (2022) incorporated more recent data. Thus, it is

essential to take into account that Random Forest may still be more accurate when using

more recent data, as neither of the previous works used both of the machine learning

techniques in their research.

3.3 Comparison of Random Forest and Extremely Randomized Trees

As mentioned before, previous works have shown that both the Random Forest and

Extremely Randomized Trees methods were the most accurate in predicting credit card

payment defaults. Although one notable difference between the research is the datasets

they utilized, it is essential to identify which methods would be considered best when

predicting credit card payment defaults.

3.3.1 Random Forest

The Random Forest machine learning technique was first developed in 2001 by Leo

Breiman [2]. Breiman utilizes the random selection of features machine learning tech-

nique, established in 1995, and the bagging sampling approach, established in 1996, to

construct a collection of decision trees with controlled variation. This method contains

numerous decision trees that produces its prediction based on the average of each trees’

prediction.To make a prediction, the random forest algorithm spits out a class prediction,

and the class with the most votes becomes the model’s prediction.

Figure 3.1: Illustration of an example program using the Random Forest technique.
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3.3.2 Extremely Randomized Trees (ERT).

The Extremely Randomized Trees (ERT) machine learning technique was first de-

veloped in 2006 by Guerts, et al. [5]. As cited in Islam et al. (2018), the Extremely

Randomized Trees algorithm is also known as the Extra Trees technique. The ERT tech-

nique is described to be an ensemble machine learning algorithm based on decision trees.

This algorithm composes a large number of decision trees, where the final decision is ob-

tained taking into account the prediction of every tree as shown in Figure 3.2.

Figure 3.2: Illustration of an example of the Extra Trees Classifer.

Going back to the previous research, it is important to note that although Jain and

Jayabalan (2022) discuss the accuracy of the ERT technique, the results were concluded

by Islam et al. (2018), as they found that the Extremely Randomized Trees outperform

other algorithms in terms of accuracy, precision, recall, and F1-score [8]. Unfortunately,

the data used by Islam et al. (2018) originated from 2005 by UC Irvine’s Machine Learn-

ing Repository, similar to the work of Dominguez (2021).

As both researchers relied on the dataset from 2005, it is important to note that when

comparing the research of Islam et al. (2018) and Dominguez (2021), there are multiple

machine learning techniques being compared. To reiterate, Dominguez (2021) concluded
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that the Random Forest method was the most accurate machine learning technique, as the

recall score was 0.95 based on his research. Meanwhile, with the same data information,

Islam et al. (2018) concluded that the most accurate machine learning technique was the

Extremely Randomized Trees method, as the accuracy rate was determined to be 95.84%

[8].

Nevertheless, as stated previously, both researchers are using outdated information, as

the dataset consists of information from 2005, approximately 17 years ago. As Jain and

Jayabalan (2022) suggested, it is imperative to continue performing research on up-to-date

data sets to predict credit card payment defaults with high accuracy.

3.3.3 Limitations of Previous Works

Unfortunately, not only is outdated data a limitation of previous works, but there were

also other limitations found within the research that needs to be addressed and improved

for future studies.

For instance, one of the limitations mentioned in Jain and Jayabalan’s (2022) work in-

cluded the time frame of data from the credit card customers [10]. They observed that in

order to have the models generalize the predictions more accurately, they needed at least

a full year of data from each credit card customer. Thus, for improvements, future works

should utilize this suggestion and use a minimum of one year of data when predicting

credit card payment defaults.

Additionally, Jain and Jayabalan (2022) further suggest that future works should im-

plement balancing techniques, such as the Synthetic Minority Oversampling Technique

(SMOTE) or Adaptive Synthetic (ADASYN), to ensure that the data points between the

class labels are balanced [10].

Finally, Jain and Jayabalan (2022) state that the models from their research learned

patterns that date back almost two decades ago. Thus, they suggest future research to

utilize more recent data in order to predict defaulters effectively and allow the models to

remain relevant [10].

In conclusion, previous research was able to identify machine learning techniques

with an accuracy rate of around 95%. However, the data used within these techniques

were outdated. Therefore, it is imperative to conduct research with more up-to-date data.
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3.4 Problem Statement

The credit card has grown to become a substantial way for individuals to borrow and

spend money wisely in today’s economy. Unfortunately, many people may miss payment

deadlines and borrow more funds than they can afford to pay back, which puts credit card

companies at a huge financial risk. To prevent such a risk, it is anticipated to accurately

identify individuals who are prone to default.
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4. METHODOLOGY

This section includes an overall description of the research design, measures, and risk.

It also discusses the method used for this project and states how the data was collected,

analyzed, and make appropriate conclusions.

4.1 Research Design

The research design of this study is a case study. This study reviewed various types

of previous research on machine learning methods, credit card default factors, and credit

card default predictions using machine learning methods. Based on this understanding, a

case study approach was developed to analyze this real-world situation, predict credit card

defaults using available data, understand past research efforts, and address previous issues

in prior research. Based on the extent of research, one of the machine learning methods

previously mentioned was the most accurate when used to predict credit card defaults.

In this study, research on the aforementioned machine learning method was conducted

to ensure an understanding of the program. Finally, a conceptual framework was created

to provide solutions to past problems regarding the prediction of credit card default using

machine learning methods. This study was conducted between September 2022 and April

2023.

4.2 Methodological Approach

This study aimed to analyze available data and create a program utilizing the Ex-

tremely Randomized Trees classifier to predict customers likely to default. This study

relied on previous research, which used multiple machine learning algorithms when pre-

dicting credit card payment defaults. Unfortunately, prior research expressed multiple

limitations, such as accessing outdated data and not ensuring the data was balanced. Thus,

to continue with previous claims that display the Extremely Randomized Trees approach

as the most accurate, this study ensured to utilize more recent data, balance the dataset

evenly, as well as share the findings and compare them with other work that utilized other

machine learning algorithms.
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4.3 Measures

The data that was used throughout this study was provided by the computing-based

software utilized throughout this project, Kaggle, and was in the form of a feather file. The

dataset consisted of multiple American Express credit card customers and their profile

features at each statement date. Each customer is identified using a specific identification

number, and the features of each customer are categorized with various variables, which

are D *, S *, P *, B *, and R *, where the variables are identified as delinquency, spend,

payment, balance, and risk, respectively.

Figure 4.1: Framework illustrating the categories of credit card debtors.

After accessing the AMEX dataset, the Kaggle user then converted the data into a feather

file. The original dataset was in the format of a comma-separated value (CSV) file. When

conducting this research, it is essential to access and utilize the dataset as a feather file

due to various reasons, discussed in a later section.

4.3.1 Risk Factors - The FAIR Model

When accessing and analyzing data regarding credit card payments, it is essential to

identify and quantify potential risks using the FAIR model. To begin, we identify the

assets, which are the credit card payment data. As stated previously, the data will contain

various features of each customer, including their spending, payments, and balances. Due

to the information being readily available to the public, threat agents could take actions to

gain unauthorized access or infect the system with malware, which ultimately could im-

pact the overall confidentiality of the data. Not only that but depending on the actions of

the threat agent, the credit card company could face financial losses, reputable damages,
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or legal liabilities. Fortunately, the data is encrypted regarding customers to safeguard

against any online or cyber vulnerabilities. Each customer is labeled with a customer ID

number, which can potentially reduce the risk of data breaches. However, it is significant

to find more ways to minimize and avoid unauthorized access.

In conclusion, it is essential to address any risk factors that may come when work-

ing with data. Additionally, it is imperative to identify the potential risk factors and its

impacts. Finally, it is crucial to reduce to potential risks and prevent data breaches.

4.3.2 Comparison of a CSV File and a Feather File

Now, going back to the reasons why it was essential to use the feather file of the

dataset. To begin, the comma-separated value files are known to be a very common

flat-file. Essentially, CSV files only contains numbers and/or letters. Additionally, the

information found within the CSV files structures the data in the form of a table.

Figure 4.2: Illustration of an example program reading a CSV file.

Meanwhile, feather files are known to be relatively fast at reading data.Feather files

aim to push data frames in and out of memory as simple as possible and as quickly as

possible, as it is known for its speed.

Figure 4.3: Illustration of an example program reading a feather file.

While feather files being extremely faster than CSV file containing the same data is

a notable difference, it is essential to note other significant differences between the files.

For instance, CSV files are known to be costly in space and read/write time. Since feather
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files are lightweight, it takes up less than half of the space compared to CSV files using

the same data. Due to a few limitations in this study that will later be discussed, it became

obvious and essential to utilize the Kaggle user’s dataset since they converted the CSV

file into a feather file.

4.3.3 Machine Learning Methods

Based on previous research, the most accurate machine learning method is Extremely

Randomized Trees (ERT), as it has over a 95.00% accuracy rate in predicting credit card

payment defaults [8]. Naturally, in this project, ERT was the technique used.

4.4 Objectives

The long-term objective of this research was to predict credit card payment defaults

using the most accurate machine learning technique. The sub-objectives were as follows:

1. Understand the data provided by the Kaggle user, Munum, which converted the data

from the American Express - Default Prediction competition from a CSV file to a

feather file;

2. Review different machine learning techniques for better understanding and better

performing of the application utilized;

3. Apply the dataset information into the machine learning algorithm that was consid-

ered the most accurate based on prior research; and

4. Analyze the outputs of the data and provide findings and understandings of the

outputs.
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5. PROCEDURE

This section discusses which machine learning language was used and the process of

this project.

5.1 Machine Learning Language: Python

This project utilized the machine learning language, Python. Python is a high-level

general purpose programming language and was developed in the 1970’s by Guido van

Rossum. It can be found in various applications, as Python is a universal program-

ming language. Overall, this programming language is an interpreted, interactive, object-

oriented, high-level programming language with dynamic semantics. Essentially, this

means that Python is a flexible programming language that allows the user to write and

create intricate codes to adapt to various situations. Additionally, the Python language al-

lows the user to view the results of their code immediately after typing in the commands,

as well as compile the code before running the program. Finally, the Python language was

designed to be easily readable and understandable. Thus, this project utilized the Python

language.

5.2 Importing Libraries

Before creating the program, it is essential to import specific libraries in order to en-

sure a smooth and easy process. The first imported libraries in this project are shown

below in Figure 5.1.

Figure 5.1: Illustration of the program importing some important libraries.

The “import pandas as pd” code is known for being a popular open source library used

for various functions, such as handling and analyzing data. The allows the programmer

to access various functions, such as reading files. For example, in this project, this library

was utilized to access and read the data.
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Next, the “import numpy as np” code is known to perform various mathematical op-

erations on arrays. For instance, in this project, this library was utilized to transpose the

array.

The “import sklearn” is a command to import the Scikit-learn library, which can be

used to build models for regression, classification, and prediction. In this project, this

library was used to import various models, as shown below in Figure 5.2.

Figure 5.2: Illustration of the program utilizing “import sklearn” library.

As displayed in the illustration above, the “import sklearn” library command was used to

import the machine learning algorithm that was utilized to predict the credit card payment

defaults, Extremely Randomized Trees, also known as the Extra Trees. Additionally, this

library command was utilized to import the classifier to check the cross validation score.

Next, “import sklean” library command was used to import preprocessing, which was

used to utilize the label encoder, where the program can understand word labels. Finally,

the aforementioned library command was used to import the train test split command to

split the datasets based on the command. In this project, the datasets were split into 80%

train data and 20% test data; the reason for this action will be explained in detail in a later

section.

To continue, the “import os” library is used to interact with the underlying operating

systems, specifically, the one that the Python program is running on. In this project, the

library was utilized to use files directly from Kaggle, shown below in Figure 5.3.

Figure 5.3: Illustration of utilizing the “import os” library.

As shown in the illustration above, this project utilizes the “import os” to call and use files

directly from the Kaggle cloud-based computing software.
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Next, this project uses the command library, “import imblearn” in order to utilize one

of the data balancing techniques; in this case, SMOTE was imported, as shown below in

Figure 5.4.

Figure 5.4: Illustration of utilizing the “import imblearn” library.

The data balancing technique, SMOTE was used to balance the data in this project; the

technique is explained in a later section. Meanwhile, the third line of the illustration al-

lows the program to output the version of the imblearn library command. This project

uses imblearn version 0.10.1.

Finally, the remaining miscellaneous, yet imperative libraries are displayed below in

Figure 5.5.

Figure 5.5: Illustration of utilizing the rest of the library commands.

To begin, the “from collections import counter” library command was utilized to count

the class distribution before and after using the data balancing technique, SMOTE, to dis-

play that the data was in fact imbalanced, as well as balanced after using SMOTE. Next,

the “import time” library command was utilized to display how long techniques took to

run. For instance, in this program, the SMOTE technique took a total of 8 minutes and

34 seconds to process. Meanwhile, the program to check the cross validation score took

approximately 29 minutes and 9 seconds to process.

To continue, the “from numpy import where” library command is used to find the

target labels. Then, the “from sklearn.metrics import classification report” library com-

mand was used to display the performance of the Extremely Randomized Trees algorithm.

Finally, the “from sklearn.metric import confusion matrix” was used to display the per-

formance of the algorithm in a matrix form.



24

In conclusion, various library commands were imported in this project, and each of

them had a significant purpose when developing the program to predict credit card pay-

ment defaults.

5.3 Creating the Program

In order to accurately predict credit card payment defaults, access to data from vari-

ous customers with unique features was needed. The data provided by the Kaggle user

was collected from the American Express credit card company. To recall, the Kag-

gle user’s dataset converted the Kaggle’s American Express - Default Prediction com-

petition dataset into a feather file. Munum’s dataset can be accessed through the link:

https://www.kaggle.com/datasets/munumbutt/amexfeather.

Figure 5.6: Illustration of the code used to access the train data and test data.

The data provided observed an 18-month performance window between March 2018

and October 2019. Additionally, the data contained categorical variables: ’B 30’, ’B 38’,

’D 114’, ’D 116’, ’D 117’, ’D 120’, ’D 126’, ’D 63’, ’D 64’, ’D 66’, ’D 68’. A cus-

tomer from the American Express credit card is considered a default event when they do

not pay their due amount within 120 days from their latest statement date. After evalu-

ating the data set, the likelihood of a customer defaulting on their credit cards using one

of the most accurate machine learning techniques will be analyzed for prediction. Ac-

cording to Jain and Jayabalan (2022), the most precise machine learning technique when

predicting credit card payment defaults is Extremely Randomized Trees (ERT) [10].

However, before working with the Extremely Randomized Trees technique, the pro-

gram will need to minimize the feather files as much as possible to ensure sufficient

memory throughout the program, as the files appear to be very large.
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Figure 5.7: Illustration of the code used to display the shape of the train data.

Figure 5.8: Illustration of the code used to display the shape of the test data.

As in Figures 5.7 and 5.8, there are over 5 million rows in the train data and over 11

million rows in the test data. Unfortunately, it seems that minimizing the datasets will be

essential (information of the analysis will be elaborated on in later sections).

5.4 Reducing the Data

After reading the data, duplicates of customer IDs were observed. Thus, to first begin

minimizing the data, duplicate customer IDs were grouped.

Figure 5.9: Illustration of the code used to group duplicate customer IDs in the train data.
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Figure 5.10: Illustration of the code used to group duplicate customer IDs in the test data.

As the illustrations show in Figures 5.9 and 5.10, the number of rows in both train

and test data and significantly reduced. The original train dataset contained over 5 million

rows, and after grouping the customer IDs, the train dataset now contains a little over

450,000 rows. Meanwhile, the original test dataset contained over 11 million rows, and

after grouping the customer IDs, the test dataset now contains a little over 920,000 rows.

The next step is to eliminate any columns with missing values. Many columns of

the datasets contain missing values, which state NaN. It is imperative to handle missing

values in the dataset. There are various ways in which the missing values can be handled.

Sainani (2015) mentions that the best strategy to handle missing values is to simply avoid

it all together [13]. Therefore, to reduce the data size as well as utilize the best strategy,

this project drops the columns containing any missing values.

Figure 5.11: Illustration of the code used to drop columns with missing values in the train
data.

From the original train dataset, there were 91 columns. Now, after dropping columns

with missing values, there are 83 columns included in the train dataset.

It is essential to note that after grouping duplicates of the customer IDs and dropping

multiple columns in the train dataset, the distribution was slightly affected. Fortunately,

though, the effect on the datasets was considered relatively insignificant. To elaborate, the

initial train data displayed that 75.10% of the customers did not default (target = 0) and

that 24.90% of the customers defaulted (target = 1). Whereas after handling the data, the

number of customers that did not default decreased by 1.00% to 74.10% (target = 0) and
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the numbers of customers that defaulted increased by 1.00% to 25.90% (target = 1).

Figure 5.12: Illustration of the code used to display the distribution of the targets before
grouping and dropping data.

As shown above, Figure 5.12 displays the code utilized to identify the percentages of

the target distribution in the training data before grouping and dropping data. Meanwhile,

in Figure 5.13, shown below, the output of the code is displayed. Displayed below, in

Figure 5.13: Illustration of the output before grouping and dropping data.

Figure 5.14, is the code utilized to identify the percentages of the target distribution in the

training data after grouping and dropping data.

Figure 5.14: Illustration of the code used to display the percentages of the targets after
grouping and dropping data.



28

Meanwhile, in Figure 5.15, shown below, the output of the code is displayed.

Figure 5.15: Illustration of the output after grouping and dropping data.

Finally, to continue reducing the dataset and ensuring the dataset can be read and

worked on using the ERT classifier, we dropped two columns, labeled as ”customer IDs”

and ”S 2.” This following code, found in Figure 5.16, was used for both training and test

data.

Figure 5.16: Illustration of the code used to drop the columns in the train data.

5.5 Handling Categorical Variables

In order to continue working with the dataset, it is important to handle the categor-

ical variables. According to Tsunoda, Amasaki, and Monden (2012), there are various

methods to handle the categorical variables that can have a positive effect on the model’s

accuracy [16]. Specifically, past research has claimed that the most effective handling

method was label encoding [9]. Therefore, this project will utilize the label encoding

method to handle the categorical variables in the dataset.

To recall, the categorical variables in this dataset are ’B 30’, ’B 38’, ’D 114’, ’D 116’,

’D 117’, ’D 120’, ’D 126’, ’D 63’, ’D 64’, ’D 66’, ’D 68’. However, due to dropping

columns with missing values, the only categorical variables that remain are ’D 63’ and

’D 64’. Thus, to ensure the data can continue being worked on and read, we will be

encoding the labels.
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Figure 5.17: Illustration of the code used to encode the categorical variables.

5.6 Balancing the Data

Next, we will need to balance the data; as mentioned in previous research, one of their

limitations in their work was not balancing the data [10]. Past research has discussed that

balancing the data overall improves the performance of the machine learning algorithm

[1]. For example, in this study, the ERT technique was used. Without balancing the data

beforehand, the ERT technique will output inaccurate predictions. Thus, they suggest

utilizing one of the balancing techniques, including the synthetic minority oversampling

technique (SMOTE) [10].

SMOTE balances the data by selecting a random example from the minority class, and

identifying multiple examples from the k-Nearest Neighbor. Typically, the value of the

k-Nearest Neighbor, written as k, is equal to 5, as it has the highest k accuracy [6]. Then,

a random example is chosen from the neighborhood, also known as the feature space, to

create a synthetic example between two other points in the feature space. According to

Brownlee (2021), using SMOTE to balance the data is effective, as it creates synthetic

examples that are relatively close to existing examples from the minority class. However,

it is important to note that the downside of using SMOTE to balance data is that it does

not consider the majority classes.

Figure 5.18: Illustration of the code used to utilize SMOTE.

In this study, SMOTE was utilized to ensure even class distribution. Before using
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the balancing technique, the number of target = 0 was over 340,000, while the number

of target = 1 was under 120,000, which shows that the data is significantly unbalanced.

After using SMOTE, both targets were equal.

Figure 5.19: Illustration of the code used to display the data is balanced.

5.7 Splitting the Data: 80% Train, 20% Test

After ensuring that the dataset is balance, the next step is to split the datasets. When

the splitting datasets, there are different ways to do so. For instance, the datasets could

be split 50% and 50%, or 70% and 30%; the way it is split depends on the purpose of

the program. Generally, splitting the train and test data by 80% and 20%, respectively,

tends to be a common practice, specifically in economics. which is known as the Pareto

Principle. Thus, this project utilized the Pareto Principle to split the data; the code to split

the data is shown in the illustration below.

Figure 5.20: Illustration of the code used to split the data.

This principle was introduced in 1906 and first used in macroeconomics by Vilfredo

Pareto, an Italian economist. The Pareto Principle states that 80% of the outputs result
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from 20% of all inputs for any given event. Furthermore, this principle works by iden-

tifying the best information from the data and using them efficiently to create maximum

value. There have been quite a few success stories regarding the utilization of the 80% of

train data and 20% of test data split, despite the lack of thorough scientific investigation

proving or disproving the validity of the split. Again, there are different ways that the

datasets could be split. However, as this split is considered the most common practice and

is mostly used for economics, this work utilized the Pareto Principle to split the datasets.

5.8 Building and Training the Model

Now, to begin discussing the process of building the model, this work was established

to utilize the Extremely Randomized Trees technique. It is important to remember that

the technique is also referred to as the Extra Trees classifier, as the illustration displayed

below states “ExtraTreesClassifier” when building the model.

Figure 5.21: Illustration of the code used to build the model.

Additionally, while building the model, it is important to fit the model as well, which is

shown in the illustration above. When fitting the model, the Extra Trees classifier gener-

ates its trees and combines the predictions. As discussed previously, the ERT technique

generates a large number of decision trees. After generating a certain number of trees

based on available features, the ERT technique then generates predictions based on the

specific feature in a specific tree. Finally, the ERT technique will take the average of each

trees’ predictions to output its overall prediction.

5.8.1 Cross Validation Technique Score

Next, to check and ensure that the model is effective, the cross validation technique

was utilized in this project. There are various cross validation techniques that could be

used. As shown below in Figure 5.20, this project utilized cv = 5, which indicates that
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the the k-fold cross validation technique was used. As mentioned by Refaeilzadeh et al.

(2009), the k, or cv, in k-fold cross validation represents the number of equally sized

partitions in the data [12]. This project splits the data into five equal segments, or folds.

Figure 5.22: Illustration of the code used to utilize the cross validation technique.

It is imperative to mention that the cross validation technique is commonly used in

various machine learning programs. The overall purpose of the cross validation technique

is to estimate the skill of the used machine learning algorithm, in this case, Extra Trees,

on unseen data.

Therefore, the cross validation score of 0.92, as displayed above in Figure 5.20, of this

project showcases that the machine learning algorithm used performed well and is good

in generalizing new, unseen data, which is the test data.

In conclusion, when utilizing machine learning techniques to predict credit card pay-

ment defaults, it is imperative to follow a procedure. The first step when creating a pro-

gram is to import the necessary libraries. Importing libraries prevents rewriting specific

codes repeatedly (e.g., writing pd rather than pandas each time it is used) and allows the

utilization of various techniques within the program (e.g., utilizing SMOTE to balance the

data). After importing the libraries, the next step is to create a computer program to pre-

dict the credit card payment defaults. The process begins by accessing the data files that

will be used throughout the program. In this case, the data that was accessed contained

information about American Express customers. Next, in this program, the handling of

the datasets was essential due to various limitations, which will be discussed in a later

section. Then, it is important to keep in mind that some datasets contain categorical vari-

ables, which may cause issues in the machine learning algorithm, as the variables are not

numerical. Thus, it is imperative to handle the categorical variables. The next step is

to ensure that the datasets are balanced. To recall, one of the limitations in the previous
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works was not balancing the data. Therefore, to improve past research, it was essential

to balance the datasets. Finally, the programmer can begin building the model. While

building the model, it is imperative to split the data and verify the performance of the

model by utilizing the cross validation technique.
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6. RESULTS AND DISCUSSIONS

This section provides the results and overall findings of this study, as well as provides

a discussion on the analysis and interpretation of the results.

6.1 Precision, Recall, F1-Score, and Accuracy Scores

As stated prior, the overall goal of this study was to reduce the financial risk in credit

card companies by accurately predicting individuals who are likely to default on their

credit card payments. Therefore, it is essential to discover and understand the perfor-

mance of the chosen machine learning model in terms of its precision scores, recall scores,

F1-scores, and accuracy scores when predicting credit card payment defaults.

First, the precision of the model, as mentioned previously, essentially is one indicator

of the Extremely Randomized Trees’ performance and is typically the most essential in-

dicator. Overall, it is the division of correctly predicted positives by the total number of

predicted positives. More specifically, it is the division of the number of customers who

are likely to default that the model correctly predicted by the number of customers who

are likely to default the model predicted. In this study, the precision scores are provided

in Table 6.1.

Precision
0.0 0.96
1.0 0.89

Accuracy 0.92
Macro Avg 0.92

Weighted Avg 0.92

Table 6.1: Table of Precision Scores in respect to targets, accuracy, macro average, and
weighted average.

As shown above in Table 6.1, the machine learning algorithm predicted the number

of customers not likely to default at an extremely high rate, as the precision score was

0.96. Additionally, the machine learning algorithm predicted the number of customers

likely to default at a high rate, as the precision score was 0.89. Although the precision

score was much higher for the individuals unlikely to default compared to the precision

score for the individuals likely to default, it is to be expected. As mentioned in another

section, the precision is calculated solely based on the positive predictions (i.e., the indi-
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viduals not likely to default). Therefore, the precision score should have been higher for

the individuals not likely to default. Nevertheless, the average of these precision scores

was high at 0.92, which showcases that the Extremely Randomized Trees model, in terms

of precision, is highly accurate at predicting individuals who are likely to default on their

credit card payments.

Next, the recall score of the model, as mentioned previously, essentially is another

indicator of the model’s performance; it is the division of correctly classified positives by

the total number of classified positives. It is essential, as it reduces the number of false

negatives. The recall scores of the ERT technique for this study are provided in Table 6.2.

Recall
0.0 0.88
1.0 0.96

Accuracy 0.92
Macro Avg 0.92

Weighted Avg 0.92

Table 6.2: Table of Recall Scores in respect to targets, accuracy, macro average, and
weighted average.

As shown above in Table 6.2, the machine learning algorithm predicted the number of

customers not likely to default at a high rate, as the recall score was 0.88. Additionally,

the machine learning algorithm predicted the number of customers likely to default at

an extremely high rate, as the recall score was 0.96. Similar to the precision score, it

is expected that the recall scores are higher for the individuals who are likely to default

on their credit card payments, as it determines the model is making fewer false negative

predictions. Therefore, the recall score should have been higher for the individuals likely

to default. However, the average of these recall scores was high at 0.92, which showcases

that the ERT model, in terms of recall, is highly accurate at predicting individuals who

are likely to default on their credit card payments.

Additionally, due to the differences in the precision and recall scores, it is important

to note that, typically, the higher the precision score, the lower the recall score, and vice

versa. Either way, however, the average scores for both the precision and recall are at

0.92, which means that the ERT is highly accurate at predicting individuals likely and

unlikely to default.
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Now, the F1-Score of the model, as mentioned previously, is the harmonica mean of

precision and recall values of the classifier. The F1-Scores are provided in Table 6.3.

F1-Score
0.0 0.92
1.0 0.92

Accuracy 0.92
Macro Avg 0.92

Weighted Avg 0.92

Table 6.3: Table of F1-Scores in respect to targets, accuracy, macro average, and weighted
average.

As shown above in Table 6.3, the F1-Score of the machine learning algorithm used

in this project displays both the numbers of customers unlikely and likely to default at a

high rate, as the F1-Score was 0.92. This score showcases that the ERT model is highly

accurate at predicting individuals who are likely to default on their credit card payments.

Finally, it is essential to discover and understand the overall scores and information

on the ERT technique; thus, the scores of each indicator are provided in Table 6.4 below.

Precision Recall F1- Score
0.0 0.96 0.88 0.92
1.0 0.89 0.96 0.92

Accuracy 0.92 0.92 0.92
Macro Avg 0.92 0.92 0.92

Weighted Avg 0.92 0.92 0.92

Table 6.4: Table of all scores in respect to targets, accuracy, macro average, and weighted
average.

The information was provided by utilizing the code shown below in Figure 6.1 and

its output. From Figure 6.1, we can see that there are True Positive, True Negative, False

Positive, and False Negative values. Each of these values indicate the model’s prediction

of positive and negative classes. Specifically, the true positive value indicates the model’s

correct prediction of positive classes, in this case, customers who are not likely to default;

meanwhile the true negative value indicates the model’s correct prediction of negative

classes, in this case, customers who are likely to default. Similarly, the false positive

value indicates the model’s incorrect prediction of positive classes; meanwhile, the false

negative value indicates the model’s incorrect prediction of negative classes. Each of
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these values are then incorporated into the formulas to identify the results of the precision

score, recall score, and F1-score. Again, the results shown in Table 6.4 were the outputs

from the code in Figure 6.1, where it calculated the values of TP, TN, FP, and FN and

used the necessary formulas to overall discover the performance of the machine learning

algorithm.

Figure 6.1: Illustration of the code used to display the scores and the output.

Now that we have determined that the machine learning model will perform very well

on unseen data, it is now time to utilize the test data to make the predictions.

6.2 Making the Predictions

Before we can utilize the test data to make the predictions, it is important to be aware

of the test data shape. After handling the missing values, the test data we worked with

contained 924,621 rows and 80 columns (shape of test data displayed as: (924621, 80)).

To make a prediction on the test data, we will utilize the predict function code and

apply it to the test data. Then, we will identify the number of customers not likely to

default as well as the number of customers likely to default. The results are shown below

in Figure 6.2.

Based on the results above in Figure 6.2, the machine learning model predicted 651,479

of the 924,621 customers will not default, which is equal to 70.50%. Meanwhile the

model predicted that 273,142 customers will default, which is equal to 29.50%.

As the distribution of the target values in the train data was displayed in a pie chart,
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Figure 6.2: Illustration of the code used to display the dataset and its output.

the predictions of the target values of the test data is displayed in a pie chart, as shown

below in Figure 6.3, to make a more logical comparison.

Figure 6.3: Illustration of the percentages of the target distribution.

Referring back to Figure 5.15, it is essential to note that the train data displayed

74.10% of targets = 0 (customers not likely to default) and 25.90% of targets = 1 (cus-

tomers likely to default), while the test data in Figure 6.3 displayed 70.50% of targets = 0

and 29.50% of targets = 1.

We can see that there is an approximately 4% difference when comparing the per-

centages of the targets in the train data and the percentages of the predictions in the test

data. It is essential to keep in mind that there are different reasons for this slight differ-

ence. For instance, the machine learning model is overfitting to the train data. However,

as mentioned previously, this project utilized the cross validation technique to reduce the

risk of overfitting, so it is presumed that the differences in the percentages are due to

natural variance in the data or the specific samples used in the test dataset rather than

overfitting. The scores of performance metrics (precision, recall, F1-score, and accuracy)
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support this presumption, as Table 6.4 displays that the machine learning model is highly

accurate. Therefore, we know that the Extremely Randomized Trees technique was able

to accurately predict the individuals likely to default on their credit card payments.

6.3 Overall Findings

Thus, the overall findings of this project, based on the scores displayed above, show-

cases that the process performed to handle the train data did not have much impact on

the original data and the machine learning algorithm’s performance, as it was evaluated

at 0.92, which means it is an accurate machine learning model. To recall, the process to

handle the train data included grouping duplicates of the customer IDs, dropping columns

with missing values, and handling categorical variables. Thus, the methods to reduce the

train dataset is considered sufficient.

However, this project experienced various limitations, such as the lack of computa-

tional resources. Thus, even though the results of the performance metrics display that

the machine learning model is highly accurate, the process to reduce the train data and the

test data make have caused the scores of the performance metrics to lower. This topic is

elaborated in the next section.
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7. LIMITATIONS

This section discusses the various limitations that were encountered to analyze the

data within this study.

7.1 Limited Access to Computational Resources

Unfortunately, this study accessed and utilized data that was computationally expen-

sive. The data was too large to download onto a local drive. Thus, to be able to access

and use the data, cloud-based computing software has been utilized.

7.1.1 Cloud Based Computing Software: Kaggle

The data accessed throughout this project was provided by one of Kaggle’s users.

Unfortunately, the data could not be downloaded and saved locally due to the size, as there

were over a total of 16 million rows within the dataset. Thus, when utilizing Kaggle, the

data was stored and used throughout the program rather than through local software.

7.1.2 Insufficient Memory

The next issue in this program was having insufficient memory. When working on

the program, the pop-up notification “Your notebook tried to allocate more memory than

available. It has been restarted” would appear numerously. Again, the size of the data

caused this issue. Thus, the data needed to be handled and compressed. As discussed

previously, the process to decrease the data size occurred when working with both the

train and test datasets. Although the process did not significantly impact accuracy rates

of the precision, recall, and F1-scores for the train data, it is displayed that the process

did significantly affect the accuracy rate of the precision, recall, and F1-scores for the test

data.

Additionally, when dealing with insufficient memory, not only the data was impacted

but so was the various techniques utilized in the project. For instance, this project utilized

SMOTE to ensure the data was balanced and ERT to make the prediction. However, due

to inadequate memory, the processing times for these machine learning techniques were

very slow. The program takes approximately 51 minutes to run, even after reducing the

data remarkably.
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In conclusion, not having enough memory for this study overall caused slow process-

ing times, multiple system crashes, and at times, made the analysis impossible. This

limitation essentially affected the quality of the prediction outputs.

Therefore, the lack of access to overall sufficient computational resources resulted in

reducing the size of the datasets significantly, and ultimately lowered the quality of the

prediction.

In conclusion, this research encountered a few limitations. However, future directions,

discussed in a later section, showcases how to improve this research and the next steps to

take to ensure improvement.
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8. FUTURE DIRECTIONS

In order for improvement within this discussion, the limitations discussed above need

to be addressed and solutions must be provided. For instance, as not having enough mem-

ory to access a large amount of data was the most significant limitation of this study, it

is important to know various techniques that can reduce the dataset without losing im-

perative information, such as the Principal Component Analysis (PCA) or Singular Value

Decomposition (SVD). These two methods can preserve most of the essential informa-

tion while also reducing the dimensionality of the data. Additionally, if using cloud-based

computing, such as Kaggle or Amazon SageMaker, it is recommended to increase the stor-

age/memory space in order to ensure there is enough for large data. Therefore, this work

will be continued by utilizing various techniques to ensure improvement.

Additionally, future plans for this work include presenting in a national conference

and publishing the work. Therefore, the future directions of this research include investi-

gating potential conferences as well as researching and identifying publishers, particularly

those who have published similar works and specialize in this field of study. Addition-

ally, it would be imperative to discuss this process with experienced individuals and seek

guidance.

In conclusion, it is imperative to note that there is room for improvement in this study

and plans have been made to continue expanding on this research. As a result, future

work of this project will address the limitations previously mentioned through various

techniques in order to ensure more accurate information.
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9. CONCLUSIONS

There has been a lot of research contributing to the machine learning world, specifically

in regard to predicting credit card payment defaults. Data is continuously being released

for public use as well as competition use. Many individuals have utilized various machine

learning techniques to predict credit card payment defaults; in fact, there has been previ-

ous research that has shown the Extremely Randomized Trees algorithm being the most

accurate machine learning technique to predict credit card payment defaults. However,

the drawback of this claim was that the previous work used outdated data. It is essen-

tial to acknowledge that human behavior is consistently changing, day by day and year

by year. Therefore, this project determined to use more recent data to discover whether

the claim that the Extremely Randomized Trees technique is still the most accurate ma-

chine learning algorithm to predict credit card payment defaults. However, when using

the more recent data, some obstacles occurred, which could have impacted the results of

this project. Nevertheless, this research ensured to describe the limitations, as well as the

risks of handling such a large dataset. Additionally, this project also ensured to discuss in

detail how the program was created and explained the process thoroughly.

Furthermore, it is imperative to note that although this project experienced limitations,

the claim that the Extremely Randomized Trees technique could still be relevant. For in-

stance, when discussing the accuracy rates of the ERT technique utilized throughout this

project, it was apparent that they were closely similar to the accuracy rates of the LGBM

technique used by another programmer. However, due to minor processes that reduced

the dataset, the overall test accuracy rate was not as high as the scores of the precision,

recall, and F1-score. Therefore, it is essential to continue with this research and ensure

access to sufficient computational resources to either support or counter the claim that the

Extremely Randomized Trees technique is still the most relevant machine learning algo-

rithm to predict credit card payment defaults. In the meantime, it is essential to mention

that, based on a leaderboard, recent work has shown other machine learning algorithms

as the most accurate.

In conclusion, predicting credit card payment defaults by utilizing machine learning

techniques is a topic that will need to be continuously discussed and researched through

future works, as more and more data is available in addition to the fear that changes in the
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data analysis field that inevitably enormous. The reactive approach is based on analysis

of default or non-default of credit card payment. An attempt is made to understand the

factors associated with the the defaulters, and then to put measures in place to prevent

future defaults anticipated in the current structure.
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